
Clean Energy Technol J,, Vol. 1, No. 2, pp. 71−77, December, 2023

Clean Energy Technologies Journal
Web page info: https://cetj.yildiz.edu.tr

DOI: 10.14744/cetj.2023.0007

ABSTRACT

The depletion of fossil fuels and the release of carbon dioxide into the atmosphere have in-
creased the importance of alternative energy sources. Therefore, electricity generation is 
increasing using renewable energy sources. Solar energy has an important place among re-
newable energy sources. The reach of solar irradiation to the earth, which is an important pa-
rameter for solar power plants, depends on different climatic conditions. The efficiency of the 
solar power plant depends on the predictive accuracy of the solar irradiation. Accurate irradi-
ation estimation improves the efficiency of the Photovoltaic (PV) plant, enabling accurate and 
efficient programming of the grid and improving power quality. In this study, simultaneous 
solar radiation values were predicted through a Multilayer Perceptron (MLP) model utilizing 
atmospheric pressure, relative humidity, ambient temperature, and wind speed parameters 
obtained from a station established for the measurement of meteorological data. Furthermore, 
the relationships between the input parameters employed in the prediction model and the 
output parameter, which is the solar radiation value, were investigated, along with their impact 
on the prediction accuracy. In the study using the error test method, solar irradiation values 
were estimated with high accuracy.
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INTRODUCTION

Increased energy consumption, depletion of fossil 
energy sources, the oil crisis and price instability require 
finding a new source of energy that can lead to sustain-
able development of the world [1]. Therefore, renewable 
energy with a lower environmental and social impact is 
very important compared to fossil fuel-based technol-
ogies [2]. Solar energy, which is potentially cheaper than 
other renewable sources, is one of the main contributors 
to renewable energy sources and electricity generation 

[3]. Research already suggests that the cheapest source of 
energy for 10-15 years from now is the sun [4,5].
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Accurate estimate of wind and solar energy is essential 
to reduce the cost of renewable energy and to effectively 
and efficiently integrate variable energy sources into power 
grid operations [6]. Since solar energy varies depending on 
time, ambient temperature, solar irradiation, wind speed, 
humidity, pressure, etc., the estimate of Photovoltaic (PV) 
power output has become mandatory [7]. Solar energy 
has its own challenges. One is the variability of PV output 
power, which leads to electrical fluctuations due to changes 
in meteorological conditions [8]. The power generated by 
solar power plants depends on the intermittent energy pro-
vided by the sun. The variability caused by the daily solar 
cycle and other meteorological factors causes uncertain-
ties in determining this energy production [9]. The latest 
techniques and approaches are emerging worldwide every 
year to reduce the uncertainty in estimates and improve the 
accuracy of models [10]. Solar irradiation forecasting in 
particular is an important component in solar energy pro-
duction. Giving forecasts to PV plant managers and power 
grid operators helps them better plan their use of solar stor-
age and other energies. The integration of PV into the net-
work is therefore facilitated and optimized [10-13].

Solar irradiation prediction contributes to the litera-
ture using Physical, Time Series Statistical and Community 
(Hybrid) Methods and many methods included in them 
[9,14]. However, in recent years, artificial intelligence tech-
niques, which are statistical methods, have been used as one 
of the most reliable and effective techniques for predicting 
solar irradiation [15-17]. Brenna et al. [17] have proposed 
an ANN-based forecasting model for estimating solar irra-
diation and load power consumption using external factors 
such as ambient temperature or wind speed, as well as time 
values (date, time) of these vectors. Sudirman et al. [18] 
have used Artificial Neural Networks (ANN) to predict 
short- and medium-term solar irradiation with air tem-
perature, precipitation and day length data. Rami Al-Hajj et 
al. [19] estimated the value of solar irradiation in the United 
States with the help of daily meteorological data with the 
help of widely used Machine Learning models. Bâra et al. 
[20], in their study in Romania, estimated solar irradiation 
with a total of 50,000 data, adding wind direction data in 
addition to the data set specified in [18] and [19]. Deng et 
al. [21] have estimated solar irradiation from 10 different 
weather stations in China between 1993 and 2000, includ-
ing geographic parameters (latitude, longitude, height) and 
days of the year. The study has shown that the performance 
of ANN models, geographical parameters, days of the year 
and sunlight are the most important factors for predicting 
daily global solar irradiation. Assas et al. [22] have esti-
mated the irradiation in Djelfa, Algeria, with data on irradi-
ation, relative humidity, temperature, atmospheric pressure 
and wind speed provided by the Algerian meteorological 
station, with the ANN network model. Alluhaidah et al. 
[23] using weather temperature, relative humidity, pressure, 
cloud cover, wind speed and direction and day information
obtained between 2007 and 2010 in Riyadh, Saudi Arabia,

they determined that cloud cover was the most effective 
parameter for predicting solar irradiation with the ANN 
model. Mbaye et al. [24] have used temperature and relative 
humidity data from 2016 to 2017 to assess the short-term 
(20-minute) impact of solar potential forecasting. Shaw et 
al. [25] have performed solar irradiation predictions using 
moisture, temperature and pressure data from meteorologi-
cal parameters using artificial intelligence. Kumar et al. [26] 
have used ANN to estimate solar irradiation with four input 
meteorological variables of New Delhi’s day, air tempera-
ture, relative humidity and atmospheric pressure between 
2002 and 2003. Narvaez et al. [27] using machine learning 
method, they have estimated solar irradiation using the 
global horizontal irradiation (GHI), direct normal irradia-
tion (DNI), solar zenit angle, temperature, wind speed and 
clock data as input data.

In this study, the estimation of solar irradiation, which 
is the most important parameter for the production of 
electrical energy in PV systems, was tried to be estimated 
using the MLP algorithm. In this study, solar irradiation 
prediction was carried out using real meteorological data 
(ambient temperature, relative humidity, atmospheric pres-
sure, wind speed) recorded at 1 minute intervals from the 
meteorological station located at Hakkari University, on the 
campus of Çölemerik Vocational School.

In the second part of the study, modeling of the pro-
posed structure and network structure are included. In 
order to prove the performance of the model proposed in 
Chapter 3, various case studies were carried out and inter-
pretations of the results obtained were included. In the last 
chapter, the results of the study are examined.

MATERIALS AND METHODS

In the study, the solar irradiation values measured 
using energy house measurement station data at Hakkari 
University, on the campus of Çölemerik Vocational School 
were estimated through MLP. In order to prevent problems 
that may be caused by power outages and fluctuations, a 
backup power unit supported by PV panels has been installed 
in the energy house. The Ahlborn Almemo 2590 Datalogger 
and its corresponding measurement sensors were used as a 
measuring device for reading and recording data.

The purpose of this study is to try to determine the 
proximity of the relationship between meteorological mea-
surement data for later use. For this purpose, the pressure, 
temperature, humidity and wind speed measured in the 
station are used in the input layer of MLP, while solar irra-
diation values are used for training and estimation in the 
output layer. The data used for training and estimation con-
sists of values measured at intervals of 1 minute between 
2018 and 2020. The sample data set used in the training and 
estimation study is given in Figure 1.

The data obtained was made through the Matlab pro-
gram, based on a workstation in the energy house with a 
20-core Intel Xeon Silver processor and a Quadro P2000



Clean Energy Technol J,, Vol. 1, No. 2, pp. 71−77, December, 2023 73

graphics card with 1024 Cuda content. The MLP model 
used in the study was created using NNToolbox in the 
Simulink library in the Matlab interface. The library, which 
freely allows the formation of a wide range of networks, 
allows the use of parallel processes during calculation. 
Thanks to its comprehensive, easy and fast-to-apply para-
metric structure, it allows for a rapid evaluation of many 
different network structures and the optimal combination 
to best suit the data set. The data, which was quickly eval-
uated through smaller network structures, was tested on 
larger networks after selecting the best combinations and 
the final test results were obtained.

After the data was uploaded to the Matlab library, nor-
malization was performed using the ‘mapminmax’ com-
mand as the first operation. Normalization is the process 
of compressing the data set set received at any value into a 
desired value area. The mathematical equation for the nor-
malization process is given in Eq.1.

(1)

Each data obtained as a measurement result was nar-
rowed to a range of 0 and 1, depending on the largest (Xmax) 
and smallest (Xmin) values in its set. The purpose of this is 
to ensure processing speed and to eliminate the memoriza-
tion problems in the network that may arise due to the use 
of high levels of data. In addition, the data processed in each 
parameter within the network is subjected to a similar pro-
cess with the help of ignition functions before being taken to 
the next processing section. Therefore, in order for the data 

to be recalled at a meaningful value on the network output, 
the normalization process parameters must be obtained at 
the output of the process. The ‘mapminmax’ function used 
allows each input and output data set to be normalized (X') 
and its parameters to be maintained without requiring com-
plex equations. On the other hand, for the denormalization 
process of the forecast results, it provides a great convenience 
in obtaining the output normal values easily through the 
parameters previously held. The mathematical expression of 
the denormalization process is included in Eq. 2.

	 (2)

After normalization of the data, a network was created 
through the newff command with various parameters. 
In the first parameter of this network, there is input and 
output data, and in the second, there is a 3-layer network 
model with 2 custom 200 and 1 custom 2 neurons. In the 
third and fourth parameters, the ignition function (poslin) 
and the calculation algorithm (trainlm) used for the model 
were used respectively. Previously, the input and output val-
ues of each data set in the rows were transposed so that the 
sets were located in the columns and modeled 200*200*2 
in matrix format. The representational picture of the MLP 
model with 3 layers and 200, 200 and 2 neurons in each 
layer, respectively, is shown in Figure 2.

Each neuron here holds data on and in interconnection 
depending on the previous and next neurons and updates 
these values based on the algorithm used to store the infor-
mation of each data set on it. According to the diversity of 
the data set and the low impact value of each data line, the 

Data Measurement System Data Management System Estimation Software

Figure 1. The sample data set and model used in the study.
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training is of higher quality. The data set used in the study 
includes independent measurement of 1051200 in this 
context and is sufficient as a result of the findings made to 
reveal the relationship between the variables. 

Activation function, another parameter used in the 
model, was added to the study as a result of testing vari-
ous functions in the Matlab library and selecting the most 
appropriate function. In this context, ‘poslin’ function was 
identified as the most successful function on the data set 
studied and this function was used in the training process 
of the network. On the other hand, in the algorithm section, 
it was determined that the ‘trainlm’ algorithm produced the 
most successful results on the data set studied after various 
experiments by using the algorithms in the Matlab library, 
as in the activation function, and it was decided to train 
with this function in the network.

CASE STUDY

60% were used for training, 20% for verification and the 
remaining 20% for testing purposes of the 1051200 data 
sets used in this study. As a result of the Mean Square Error 
(MSE) method used for MLP performance measurement, 
the performance graph obtained through Matlab is shown 
separately in Figure 3 for training, verification and testing 
stages. The epoch value seen in Figure 3 refers to the num-
ber of cycles in which the deviation rate of approximately 2 
percent occurs. In addition, after 6090 cycles on the train-
ing data set and verification, the best performance value is 
obtained and the training of the network is stopped in order 
to prevent memorization in epoch 6096 due to the occur-
rence of repetitions. As can be understood from the graph, 
it is understood that there are close relationships between 
the input data used and the solar irradiation values and that 
these relationships can be modeled using MLP.

One of the generally accepted methods for better under-
standing the interdependence of input and output data sets 
is the regression analysis method. Here, the data of depen-
dent and independent are shown on the graph and expressed 

mathematically using the correlation coefficient. Correlation 
allows the connection between the two variables to be mea-
sured. As the correlation coefficient approaches 1, the bond 
between the two variables becomes stronger. The correlation 
coefficient reaching values close to zero indicates the weak 
link between the two variables. Figure 4 shows a graph of the 
relationship between forecast results and actual measure-
ment values based on regression analysis.

In Figure 1, the change in predicted solar irradiation 
values through the MLP neural network model, based on 
the data measurement and management system detailed 
in the figure, can be interpreted through a qq plot graph 
in comparison to actual solar irradiation values obtained 
regionally. In this study, the comparison of measured solar 
irradiation values with the solar irradiation values obtained 
through the prediction model is illustrated in the qq plot 
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graph shown in Figure 5. In this graph, it is observed that 
the actual solar irradiation values (green line/point) and the 
predicted solar irradiation values (red line/point) change 
in a highly consistent manner. The crucial aspect to pay 
attention to in the graph is the angle between the deviation 
lines. According to the obtained results, a low deviation 
angle in the graph indicates a successful prediction pro-
cess. Additionally, the relationship between the actual and 
predicted solar irradiation data progresses similarly due to 
the smooth variation in the deviation ratio occurring in the 
MLP neural network model.

CONCLUSIONS

The interactions of natural phenomena with each 
other can be modeled with MLP and the size of these rela-
tionships can be observed with great success rates. This 
indicates that another of the natural phenomena that can 
be predicted by various methods can be predicted under 
certain parameters. In this study, instant solar irradiation 
values were estimated through MLP using meteorologi-
cal data such as wind speed, atmospheric pressure, ambi-
ent temperature and relative humidity obtained from 
the energy house measuring station located at Hakkari 
University, on the campus of Çölemerik Vocational 
School. In order to test the solar radiation prediction suc-
cess of the created MLP model, instantaneous changes of 
the data were observed and various model studies were 
carried out using real data measured at 1 minute intervals. 
As a result of the study with the data set containing dif-
ferent measurement results 1051200, the solar irradiation 
values measured by the station were compared with the 
forecasting results and it was determined that the estima-
tion of the model created with a deviation rate of approx-
imately 2 percent.

In prediction studies conducted using ANN, the inclu-
sion of all the data in the input layer of the constructed net-
work model serves to increase the amount of information 
related to the condition being predicted. This enhances 
the comprehensibility of the interdependencies among the 
data, contributing to a more thorough understanding of 
the relationships between them. Therefore, forecast perfor-
mance can be improved by using larger training data sets in 
future studies.
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