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INTRODUCTION

ABSTRACT

Disasters frequently disable the electrical grid, jeopardizing communication infrastructure
and causing severe disruptions in emergency communications. Ensuring rapid deployment
of power sources for base stations (BSs) is therefore critical in post-disaster conditions. This
study presents a mixed-integer linear programming (MILP) framework that dispatches a fleet
of electric vehicles (EVs) to energize multiple BSs and maximizes population-based temporal
communication coverage (people x time). In a case study involving 20 BSs and 10 EVs, the
optimization prioritizes early service to densely populated areas and delivers a total of 17,597
people for 228 minutes of communication access. Although the served population gradually
declines as the energy of the EV fleet depletes, the connectivity is sustained until 16:34. Results
demonstrate that feasible EV-BS assignments and service durations are obtained considering
BS power demand, coverage areas, and EV initial energy parameters. The proposed model
enables communication availability after disasters without relying on additional fixed power
resources.

Cite this article as: Kilic R, Candan AK, Boynuegri AR. Post-disaster EV dispatch for
powering base stations: a MILP approach to maximize spatiotemporal coverage. Clean
Energy Technol ] 2025;3(2):39-49.

centered in Kahramanmaras, Tiirkiye, starkly revealed this
vulnerability: of the 8,900 cellular base stations (BSs) across

In recent years, natural hazards, particularly earth-
quakes and floods, have increasingly threatened critical in-
frastructure systems. Power outages following such events
trigger cascading service disruptions, severely interrupting
daily life. Among the most rapidly affected are communi-
cation networks, whose continuity is indispensable during
post-disaster response and recovery [1]. The earthquake

*Corresponding author
*E-mail adress: ramazan kilic@std.yildiz.edu.tr

the ten affected provinces, 2,451 (28%) became non-oper-
ational. Although more than 400 mobile BSs with satellite
backhaul were deployed, their operation relied on diesel
generators (DGs) capable of providing only 3-4 hours of
autonomy. Repeated service interruptions occurred due
to severe fuel-logistics constraints [2,3]. Ensuring a stable
power supply for BSs, the backbone of cellular communi-

Published by Yildiz Technical University, Istanbul, Tiirkiye
BY NC This is an open access article under the CC BY-NC license (http://creativecommons.org/licenses/by-nc/4.0/).
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cation networks, therefore becomes a major challenge un-
der disaster conditions. Traditional power sources are often
inaccessible or insufficient, highlighting the need for flex-
ible and rapidly deployable alternatives. Previous research
has explored hybrid architectures. Rahman et al. [4] pro-
posed a resilient hybrid energy system (RHES) integrating
photovoltaic (PV) generation, proton exchange membrane
(PEM) fuel cells, and battery energy storage coordinated
through an intelligent energy management system (EMS).
The RHES was designed to autonomously supply Base
Transceiver Stations (BTS) in grid-independent emergency
scenarios. Simulation results demonstrated that BTS oper-
ability could be sustained even during prolonged outages,
thereby maintaining reliable communication services. Sim-
ilarly, Unal and Dagteke [1] developed PV fuel cell hybrid
systems capable of providing uninterrupted renewable pow-
er to BS following disasters. In addition, Okundamiya et al.
conducted a comprehensive assessment of renewable-en-
ergy-based hybrid power systems for mobile telecommu-
nication sites, demonstrating that PV-wind-battery con-
figurations can significantly reduce operational costs and
enhance BS power reliability in regions with unstable grid
access[5]. In a comprehensive survey, Cabrera-Tobar et al.
emphasized the vulnerability of telecommunication infra-
structure, particularly BSs, to power interruptions stem-
ming both from technical failures and climate-induced haz-
ards. To mitigate these risks, the authors examined a broad
set of resilience strategies structured around the phases of
preparedness, response, and recovery, including mobile
DGes, electric vehicle (EVs) fleets, energy storage systems
(ESSs), and stand-alone microgrids (MGs) [6]. Rudenko
et al. [7] similarly highlighted that replacing DGs used for
mobile BSs with hybrid systems combining hydrogen fuel
cells, solar power, and wind energy can ensure reliable off-
grid operation while reducing environmental impacts. Such
hybrid configurations play a key role in enhancing the sus-
tainability and resilience of telecommunication systems.

Motivated by the growing need for rapidly deployable
power solutions for communication systems in post-disas-
ter conditions, this study proposes an optimization-based
framework for supplying energy to BS using EVs. The model
jointly determines the allocation and scheduling of multiple
EVs, each with a distinct initial state of energy (SOE), to BS
that differ in power requirements and coverage areas [8]. The
objective is to identify the most effective EV-BS matching
by maximizing a population-temporal accessibility metric,
defined as the product of the number of communications
served people and the duration of service provision. The pri-
mary contributions of this work are summarized as follows.

A post-disaster EV fleet management framework de-
signed to sustain and extend the operational availability of
cellular communication services by supplying emergency
power to BS.

Highlights

o MILP model optimizes EV dispatch and BS activation
under energy limits

o Cell-based population metrics maximize spatiotemporal
coverage.

o Framework extends BS operation without fixed power
infrastructure.

A rigorous optimization model that, under EV energy
and mobility constraints, determines optimal EV-BS allo-
cation strategies to maximize population-temporal accessi-
bility during disaster-induced grid outages.

The remainder of this article is organized as follows.
Section 2 (Methodology) describes the overall system mod-
el, outlines the modeling assumptions, and formally states
the problem. This section also elaborates on the popula-
tion-time accessibility metric, together with the decision
variables and the full set of optimization constraints. Sec-
tion 3 (Results) presents the case study configuration, pa-
rameterization, and numerical results derived from the
proposed framework. Finally, Section 4 (Conclusions) pro-
vides a comprehensive synthesis of the findings, interprets
the implications of the results for post-disaster communica-
tion resilience, and highlights promising avenues for future
research.

MATERIALS AND METHODS

This study examines a post-disaster scenario in which cel-
lular BS are subjected to a prolonged grid outage and an EV
fleet is deployed as a mobile power supply resource. Each BS
is characterized by a fixed power demand and an associated
population density within its coverage area, while each EV
is defined by its initial SOE and maximum power delivery
capability. Since the number of BSs exceeds the number of
available EVs, only a limited subset of BSs can be energized
at any given time. Moreover, heterogeneous BS types pos-
sess different coverage capabilities and consequently differ
in the number of users they can serve. Under these con-
ditions, the system operator must determine, over a finite
planning horizon, which BS will be energized by each EV
while considering the activation duration of each EV-BS
assignment. To address this decision-making problem, an
EV dispatch strategy is formulated as a mixed-integer linear
programming (MILP) optimization model.

EV-BS Spatial Configuration and Distance Computation

The primary objective of the proposed optimization algo-
rithm is to maximize the cumulative population-time ac-
cessibility (people x time) by ensuring the continuous ener-
gization of BS throughout the disruption horizon following
a disaster. Let the discrete time domain be represented by
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A EVOS The computation of cumulative population-time com-
6 | . . . o . .
_ oo munication access and population density in this study is
EVOS o . . .
o T carried out over a cell-based grid system. The two-dimen-
B sional grid is constructed using a uniform coordinate struc-
‘ b ‘ ture defined along the X and Y axes, with each grid cell rep-
° X(k:]) ° resented by its centroid, denoted as X; = (x;,¥;). The grid
dimensions are given by | X [X| Y |, and the total number

Figure 1. Cartesian coordinates of EV and BS.

t €T, the set of BSs by b € B, and the set of EVs, utilized as
mobile power sources, by e € E. Prior to the disaster event,
the spatial positions of the EV fleet are defined in a Carte-
sian coordinate system as X;¥ € R* (1), while the geograph-
ical locations of the BS are similarly represented as X;° € R?
(2), as illustrated in Figure 1. Based on these spatial rep-
resentations, the Euclidean distance between each EV and
each BS at the initial time step t = 0 is denoted by Bep (3).
Using this rate, the total travel energy required for EV e to
(4). These definitions col-
lectively establish the fundamental spatial and energetic

reach BS b is computed as Ef3"

relationships governing the EV-BS assignments within the
proposed optimization framework.

X&' = (", ye" ) € R? (1)
Xy = (%, y5°) € R? 2)
2
Brow = G =3+ OF = P lem)
Erf® =y . By [watt.min] (4)

Once an EV arrives at its determined BS, it immediately
initiates the power supply. The corresponding travel time
required for EV e to reach BS b is formally denoted as tyq(e )
(5.

(5)

Ble, ,
Larrleb] = [%] [min]

of cells is denoted by C. Each grid cell has a side length of D
[km)], and its area is defined as A, = PCA = D?[km?],

For each BSb € B = {1, ..., B}, a coordinate vector X£5(2)
and a coverage radius 7p are defined. Using these parame-

18%C is constructed for all

ters, a coverage matrix Sy, . € {0,1
grid cells. The matrix entry S, . = 1 if cell ¢ lies within the
coverage area of BS b, and S}, = 0 otherwise. In addition,
a binary variable N, . (8) is introduced to indicate whether
cell ¢ is covered by at least one BS.

(8)

ND,C = 1{2 Sb,C > 0}

b €EB

To spatially represent post-disaster population density
within the model, macro-circles (macro coverage areas) are
defined. For each macro-circle m € M, the center coordi-

nates ¢ = (X, ¥m), the radius Ry, the central population

d
density Pr(,ﬁemer), and the edge population density Pr(,i %) are

specified. The Euclidean distance between the center of
macro-circle m and the center of grid cell ¢ is computed by
dm (), as given in Equation (9).

)

If the d,,(i) < R,,, the cell is considered within the cov-
erage area of macro-circle m. In this case, the population
density assigned to the cell is computed as P (1) (10) Inside
the macro-circle d,, (i) < R,y



42

Clean Energy Technol J, Vol. 3, No. 2, pp. 39-49, December, 2025

pm(i) = pre;ldge + (prcrfnter _ pre;ldge)
i 10
Rin

Not contained within macro-circle m, where d,,, (i) > R,:
pm () =0 (11)

A linear decay function is defined for the macro-circle
population density such that the density attains its maxi-
mum value at the macro-circle center and decreases to a
minimum at the outermost cells. If a cell lies beyond the

macro-circle, its population density is assigned as pm (i) = 0
(11). Since a cell may fall within the coverage areas of multi-
ple macro-circles, the final macro-circle population density
is determined as Pmax(1) (12) which corresponds to the
maximum value among all macro-circles for that cell.

pmax(i) = marﬁpm(i) (12)

Finally, the overall population density for each cell
is defined as p.. If the cell lies within macro-circles, its
value is assigned as Pc = Pmax(i). For cells outside the
macro-circles, the density is determined based on their
coverage status, ensuring a seamless transition between
high-density macro regions and the surrounding settle-
ment area. In this manner, a continuous, cell-based pop-

m BS Coverage Area

Macro Circle Population Density

Y (km)

Figure 2. Coverage areas of the BSs and the population
density distribution.

ulation density function is established across the entire
study region.

Through this formulation, the population density can be
represented on the grid plane as a parametric and com-
putationally tractable function, allowing coverage maps
to be directly integrated into the optimization model. In
post-disaster scenarios in particular, these macro regions
correspond to critical settlement areas. Figure 2. presents
the resulting population density map, which includes both
the macro regions and the coverage areas of the BSs.

Energy and EV-Base Station Matching
The total amount of energy that can be supplied to all BSs
is constrained by the initial SOE of the EV fleet (13).

E
PS, 0 = Z SOEM [Watt.min]  (13)

e=1

At the beginning of the disaster response, each EV is
required to be assigned to a single BS. To represent this al-

location, the binary variable BE""" is introduced, indicating
whether

EV eis assigned to BS b. This formulation ensures that every
EV is allocated to only one BS.

B
EV,.L _
Z Be'b - 1
b=1

In addition, to ensure that each BS can receive at most

one EV:
B
EV,L
S B <1

b=1

(14)

(15)

The EV-BS assignment is modeled as a one-to-one match-
ing. This structure prevents any vehicle from being assigned
to multiple BSs simultaneously and likewise ensures that no
more than one vehicle is located at a given BS. As a result,
the distribution of energy across BSs becomes balanced and
operationally manageable.

This equality expresses, in a time-traceable manner, the BS
to which each EV is assigned. For this purpose, a continu-
ous index variable EV, , (16) is defined. The BS assignment
determined for each EV at the beginning of the disaster
remains fixed throughout the entire time horizon; this re-

quirement is enforced by the following equality:
TBSN-1

EV.,L
EVite) = Z b.B,, (16)
b=0

Base Station Energy Balance

The time-dependent SOE for each BS is denoted by SOE(’,
(19). This SOE level is updated through an energy-balance equa-

tion that incorporates the previous SOE SOE?tS_Lb), the energy
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consumed during the preceding time step B, (t 1 b), and the net
amount of energy delivered by an EV upon arrival SOE(“,) (17).
In this statement, SOE;*denotes the initial energy available in
EV e, while E| (ter %’felrepresents the amount of energy the vehicle
must expend to reach BS b. Prior to the beginning of the disaster,

the initial SOE of all BSs is assumed to be zero, i.e., SOE?OS, p =0
(18).

TEVN-1
arr —_ BEVL SOEim't
Z (SOEe (17)
—ESD). A
SOEE; =0 (18)
SOEfy = SOE®, , — BXh, + SOEST (1)

The inequality SOEﬁf b) (20) stabilizes the initial state of
the system, ensuring a consistent progression of the time
series. Moreover, this requirement prevents the SOE vari-
able from ever taking negative values, thereby preserving
the physical validity of the model.

SOEES =0 (20)

To enable EV to supply power to BS, each vehicle must
possess a sufficient amount of battery energy to reach the
corresponding BS. Accordingly, for every EV e € E and ev-
ery BSb € B, an accessibility binary variable REACH, , (21)
is introduced. This variable is determined by comparing
the initial SOE of the EV with the travel energy required
to reach BS b. A value of REACH, , = 1 indicates that EV
has adequate energy to reach the BS, whereas REACH, ,, = 0
signifies that it does not.

Etravel

: init
REACH,, = {1’ if SOE (1)

0, otherWlse

Based on these definitions, an EV can only be assigned
to BSs that are energetically reachable, i.e., BSs for which
the required travel energy does not exceed the vehicle’s ini-

tial energy. Accordingly, the assignment variables B<eb) are
restricted by this accessibility mask, which is formally ex-
pressed in (22).

EV,L
BE* < REACH,, (22)

If REACH, ), = 0, the assignment of EV e to BS b becomes
mathematically infeasible; consequently, any physically un-
reachable assignment combinations are automatically ex-
cluded from the model. For each BS, the power consumed
when the BS is active Ptffs'A) (23), is expressed directly in
terms of its nominal power capacity. This relationship is de-
fined by the following equality:

BS,A __
Pt,b - Plf' Ut,b (23)

This equality expresses P ) as the power consumption
of BS bat time t. The term Pb denotes the nominal power ca-
pacity of the BS, while U, ;, (24) is a binary decision variable
indicating whether the BS is active at that specific time step.
When Uy, = 1, the BS is operational and draws its nominal
power; when Uz, = 0, the BS is inactive and its power con-
sumption becomes zero.

Up € {0,1} (24)

The SOE of BS b at time t, expressed as SOEZS(25), rep-
resents the total amount of energy stored at that BS. This
quantity is constrained to remain non-negative at all times.

SOE >0 (25)

A BS can be activated only if its SOE exceeds a pre-
defined minimum operational threshold. This operational
condition (26) is formulated as follows.

SOE > SOEM™™, Up (26)

When Ugp = 1, BS b can be activated at time t; when,
U¢p = 0BSb cannot be activated at time t. At the beginning
of the post-disaster (i.e., t=0), all BS are assumed to be inac-
tive (27). This assumption implies that no energy supply or
EV deployment is available at the moment the disaster oc-
curs. Consequently, it removes any ambiguity regarding the
initial SOE of the BS and the timing of the first activation.

Upp =0 (27)

At each time step, the number of BSs that can be activat-
ed is physically limited by the number of available EV, since
activating any BS requires at least one energy source. This

constraint (28) is formulated as follows.
TBSN-1

Z Uyp <TEVN
b=0

(28)

With this approach, an upper bound is imposed on
multiple BSs are activated that can be simultaneously active
at any given time step. This constraint enhances the consis-
tency of the model with real-world operational conditions
and prevents physically infeasible scenarios involving un-
limited BS activations. On the other hand, for a BS to be-
come active, there must be at least one EV at its location. As
mentioned earlier, activation is not possible in any location
where there is no EV. This relationship is expressed as fol-

lows.
TEVN-1

Upp < Z BEL* (29)
e=0

As previously stated, the binary decision variable B 5};,’1“

indicates whether EV eislocated at BS b. If no EV is assigned
to BS b, the right-hand side of the constraint becomes zero,
implying U, , = 0. A BS can be activated only if exactly one
EV is located at that position and sufficient SOE is available.
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Conversely, there is no activation at any BS where no EV is
present, ensuring that U, , < 1.

The activation of a BS b is not solely contingent upon an
EV e being assigned to that BS but also requires that the EV
physically arrives there within a specific time step t. For this
reason, BS activation is formulated with explicit consid-
eration of EV arrival times. As previously introduced, the
arrival indicator A; , j, (8) captures this temporal condition.
Considering these conditions, an arrival matrix A¢ ; (30)
is defined to indicate whether an EV remains present at a
BS b during all time steps following its arrival. This matrix
captures the temporal persistence of an EV at BS after it
reaches the location.

AT, = 1<ZA,eb >o>

This expression indicates whether the EV has arrived at
the BS at some time 7 < t. Accordingly, the indicator A%,
takes the value 1 for all time steps following the arrival of
EV e at BS b. The activation of a BS is formalized through
the product of the assignment variable and the arrival ma-
trix. This relationship (31) is expressed formally by the fol-
lowing equality.

EV,L arr

eEeE

(30)

(31)

The capability of a BS to be activated precisely at the
moment of an EV’s arrival is represented by the variable
Ugy' (32). This binary decision variable, Ugy' € {0,1}, takes
the value 1 only at the exact time step when the EV reaches

BS b, and remains 0 at all other times.
TEVN-1

Z BEV L Do

The variable Uf}' functions as a binary triggering mech-
anism within the dec1si0n structure of the model. When an
EV arrives at its corresponding BS, this variable enables the
initiation of activation at time t. If an EV is both assigned to
that BS and reaches it at the exact arrival time, then U3’ =

, thereby allowing the BS to be activated. In summary, U5’
is an internal model variable that triggers a specific dec1510n
mechanism. In contrast, A, is a pre-computed indicator
determined by parameters such as travel distance, aver-
age speed, and departure time. With respect to the energy
threshold, the arrival of an EV alone is not sufficient for
activating a BS at the moment of arrival; the minimum re-
quired energy level must also be satisfied. This condition is
formally imposed by constraint (33).

(SOEES, , + SOEHT) = (SOEM™). Usen

(32)

(33)

When this energy threshold is satisfied, the activation
of the BS becomes appropriate and is mandatorily triggered
(34). However, if the required energy level is not available,

the BS remains inactive even if U3’ = 1; in such cases, the

energy-threshold constraint prevents activation.

Uy 2 Ugp" (34)

Base Station Deactivation Condition

The activation status of each BS at time is represented
by the binary decision variable Uy ) € {0,1}, as previously
defined. A transition of a BS from the active state to the
inactive state (i.e.,1 = 0) is classified as a deactzvatzon event.
To capture this event, a binary indicator Ut y €1{0,1}(35) is
utilized. The detection of a deactivation event is formally
defined by the following linear inequality:

Uoff> Ut-16 = Usp (35)

Considering this shutdown indicator, inequality (36)
provides a consistent criterion for determining the physical
conditions under which a BS can transition from an active
state to a shutdown state. The left-hand side of the inequality,

SOEES,, + SOEZ"

Represents the total amount of energy effectively avail-
able at BS at the beginning of time step t. This total con-

sists of the energy carried over from the previous minute,

SOEfS, }, and the net arrival energy SOE®}", which is trans-

ferred only if an EV reaches the BS precisely at minute t.
The arrival energy is zero at all other time steps. The right-
hand side of the inequality,

SOE™™ + pf

Defines the highest permissible energy level at which a
shutdown event can be considered physically feasible. This
threshold ensures that the BS cannot be switched off as long
as it possesses sufficient energy to meet its mandatory safety
reserve SOEM™ and its nominal one-minute power demand

Py. Therefore, a shutdown is physically meaningful only when
SOEPS, , + SOEY" < SOE™™ + Pf

Is satisfied.

The Big-M term,
M;))f f (1 Of f )

Ensures that this threshold condition is enforced only
when the model attempts to issue a shutdown decision. If
U, of " =1 (ie., a shutdown is being attempted), the Big-M
term vanlshes and the inequality becomes binding; in this
case, if the total energy exceeds the threshold, constraint
(36) would be violated, preventing the model from shut-
t1n§ down the BS. Conversely, if no shutdown is triggered

/= 0), the large value of M " relaxes the constraint,
av01d1ng any artificial restr1ct1on on the natural evolution
of the energy stock and allowing the BS to continue oper-
ating normally. Bringing all components together, the shut-
down condition is formally expressed as: SOEE”, , + SOEZ}"
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< SOEM™ + pf + M)

(1 _ Ugl/:f) (36)

This formulation ensures that BS shutdowns occur only
under physically meaningful energy conditions, thereby
preserving both the operational realism and the temporal
consistency of the model.

Coverage Cells and Total Population

In this section, to enable an accurate assessment of the
total covered area and total covered population, the cov-
erage areas of the BSs are considered not only in terms of
their geographic locations but also with respect to their
mutual overlap relationships. Accordingly, the model de-
fines two fundamental concepts using the cell-based cov-
erage map Sp.c.

Pattern coverage: refers to regions in which multiple
BSs simultaneously cover the same cell.

Single coverage: refers to cells that are covered exclu-
sively by a single BS.

This distinction eliminates potential double-counting
issues, ensuring that the population contained within each
cell is accounted for exactly once in all calculations. Defini-
tion of Cells and Population Density:

o Cell area: Acen = PCA [km?/cell]
o Cell population density: p.[people/cell]

The coverage status of the BSs is represented by the bi-
nary matrix S, . € {0,1}. This matrix identifies, for each cell,
which BS provide coverage, thereby explicitly characterizing
the active coverage relationships across the grid. Subsequent-
ly, these two data sets are aggregated within a linear frame-
work by linking them to the time dependent activation status
of the BS. The notation used throughout this formulation is
as follows: b € {1, ..., B} denotes the set of BSs; ¢ € {1, ..., C}
denotes the grid cells; p € {1, ..., P} represents the coverage
patterns; and t € {1, ..., T} corresponds to the time steps.

Pattern Coverage

In this study, a pattern is defined as a subset of cells that
are simultaneously covered by multiple BS. Each pattern p
is represented by a vector indicating which BS contribute
to that pattern. The pattern-BS relationship is expressed by
the binary parameter PT,;, € {0,1}, where PT,,, = 1denotes
that BS b is part of pattern p.

1if BS b is part of pattern p

PT,, = 10 otherwise (37)

Coverage Cell and Pattern

The pattern to which a cell belongs is determined by the
exact matching between its coverage vector and the corre-
sponding pattern vector.

1r
My = {0,

In other words, a cell is regarded as belonging to a par-
ticular pattern if the set of BSs covering that cell coincides
exactly with the BS set defined by that pattern.

PTP=SC

38
otherwise (38)

Single Coverage

In order to obtain the cell-level coverage structure of the
BSs in a detailed manner, the coverage degree deg(c)(39)
associated with each cell is first defined. For this purpose,
by using the binary coverage matrix S, € {0,1} defined
over the set B of BSs and the set of C cells (where S, . = 1if
BS b covers cell ¢), the coverage degree of each cell is com-
puted as

deg(c) = Z Spe, CEC (39)

bEB

The coverage degree deg (¢) indicates how many differ-
ent BSs cover cell ¢, and it plays a fundamental role in deter-
mining the single-coverage condition. Accordingly, in or-
der to distinguish the cells that are covered by only one BS,
a cell-based binary singularity indicator (40) is defined as

1, if deg(c) =1,
He = {0, otherwise,

This indicator mathematically labels the cells under sin-
gle coverage and enables the separation of multiple-over-
lap regions within the coverage matrix. To extend the
single-coverage structure to the BS-cell dimension, the in-
dicator H, is multiplied by the coverage matrix, and a new
matrix (41) is obtained as

Gb,c = Sb,c Hc'

ceC (40)

beB,ceC (41)

Thus, Gy = 1 occurs only under the following condi-
tions: (i) cell is under single coverage (H. = 1), and (ii) the
only BS covering this cell is b (S, . = 1). Therefore, the ma-
trix Gy, . precisely identifies the single-coverage area specific
to each BS by automatically separating multi-coverage areas
and uncovered cells. Using this structure, the total number
of cells in the single-coverage area of BS b is defined as

legl = Z Gb,c
c

and it is employed as a quantitative indicator of the sin-
gle-coverage capacity.

(42)

Computation of Average Single-Coverage Population
Density

For each BS, the number of cells exclusively covered by
that BS was defined earlier. Building on this definition, the
total population residing within these single-coverage cells
is denoted by Rj (Equation 43).

Rls; = Z Gb,c -Pec
c

(43)
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By taking the ratio of these quantities, the average popu-
lation density under single coverage for each BS is obtained
as pj (44).

Ry

max (N9

55 —

(44)

Computation of Average Pattern-Based Population
Density

In this expression, n, (45) denotes the total number
of cells covered by pattern p. Each pattern p represents a
structural coverage configuration characterized by its own
distinct set of BS.

np = ZMp.c
c

R}, (46) represents the total population contained within
the cells covered by pattern p and is expressed as follows.

Rp = Z Mp,c-pc
c

In this context, R, captures the aggregate population
contained solely within the cells associated with pattern p.
Patterns corresponding to densely populated regions natu-
rally yield larger Ry, values, whereas those representing ru-
ral or sparsely populated areas exhibit comparatively lower
population totals. Consequently, through these two expres-
sions, the average population density for pattern p, denoted
by pp (47), is obtained.

(45)

(46)

_ Ry

~ max (ny) (47)

Pp =

Population and Cell Count Coeflicients

a,: expresses the number of grid cells associated with
coverage pattern p, that is, the cells jointly covered by the
same combination of BS. Likewise, @, expresses the number
of grid cells that are exclusively covered by BS b, with no
overlap from any other BS. Using these parameter values,
the total population within the single coverage area of BS b
a fixed coeflicient is computed as @,

Y = ap.py (48)

The total number of people contained within the region
corresponding to pattern p, which represents the overlap area,
is computed as a fixed coefficient and is expressed as ¢ (49).

Yp = Ap-Dp (49)

Pattern Activation Constraint

For a pattern p to be activated (£, = 1), at least one of
the BSs constituting that pattern must be active, and this
requirement is expressed by inequality (50). If pattern p is
not active (Z,; = 0), none of the BSs associated with that
pattern is allowed to operate, and this condition is captured
by inequality (51).

U¢ p € {0,1} BSs activation decision variable

Zy,¢ € {0,1} pattern activation variable, whether pattern
p is active at time t is determined by its corresponding acti-

vation variable.
> Uz 2,

(50)
bEB
Uth = Zp,t (51)

Total Population Served

At time step ¢, the total population served is defined as
the weighted aggregation of all active coverage patterns and
active single-coverage BS regions, where @p denotes the
population weight of pattern p and @p represents the mean
population coefficient associated with the single-coverage
area of BS b. This relationship is expressed as

POP, = Z Op Zpt
peP
+ Z(pb-Ut,b> [person]

beB

(52)

Objective Function

The objective is to maximize the total number of
people served within the communication coverage area
throughout the disaster period. This is formulated as fol-

lows in (53).
As
maxz POP;
t=1

This objective function implicitly governs the allocation
of energy-supplying EV to BS by steering the optimization
process toward configurations that yield the greatest com-
munication reach. In effect, it mathematically determines
which subsets of BS should be activated so as to maximize
the population maintained under operational coverage
throughout the disaster period.

(53)

RESULTS

The case study focuses on the district of Antakya, locat-
ed in the Eastern Mediterranean region of Tiirkiye and one
of the areas most severely affected by the Kahramanmarag
earthquakes of 6 February 2023. The test system consists
of 20 BSs serving all mobile network operators in Antakya
and 10 EVs that can be deployed as mobile power sources.
The initial SOE levels of the EV fleet are provided in Table
1. For operational safety, each EV is assigned a minimum
SOE threshold of SOEM™™ = 1000 = 60 [Watt.min] (17) (1
kWh), which must be preserved in the battery at all times
and cannot be used for powering BSs. For mobility model-
ing, a constant travel-energy consumption rate of y = 9000



Clean Energy Technol J, Vol. 3, No. 2, pp. 39-49, December, 2025 47
Table 1. The initial (SOE) of the EVs. Table 2. Coverage areas and power consumption of BSs.
EVs Initial SOE (kWh) BS index BSs coverage area (km?) BSs power (Watt)
1 71 1 3.7 4000
2 66 2 4.1 5000
3 61 3 4.5 6000
4 56 4 5 4500
5 51 5 5.7 5500
6 46 6 6.6 6500
7 41 7 6.9 4200
8 36 8 4.1 5200
9 31 9 4.5 6200
10 26 10 5.1 4800
11 5.7 5800
W-min per kilometer is assumed for all EV, reflecting anav- 12 6.4 6800
erage traction demand during displacement. Additionally, |5 6.9 4100
the average travel speed of the EVs is modeled as uniform
and set to V,,, = 50/60 km per minute, providing a consis- 14 4.1 >100
tent basis for computing travel times across the network. 15 4.7 6100
During the earthquake, 64 of the 67 rooftop BSs in Antakya 16 5.1 4300
were destroyed or seYerely damaged, whereas 32 of the .34 17 58 5300
tower-type BSs remained operational [9]. Consistent with
these findings, a tower-based configuration representative 18 64 6300
of urban/suburban deployments has been adopted as the 19 6.9 4900
reference model in this study. In the population model used 29 4.1 5900

in this case study, cells located outside all macro-circles
but within the coverage area of at least one BS are assigned
a density of P, = 20 people per cell, while cells lying out-
side both macro-circles and BS coverage areas are assigned
P. = 5people per cell.

The proposed MILP model was developed in Python and
solved using the Gurobi Optimizer (version 11.0.3). All simu-
lations were performed on a computer with an Intel i5-7200U
processor and 12 GB of memory. The total solution time for
the Antakya case study was approximately 31 minutes.

The power requirements of BS vary on the order of sev-
eral kilowatts, depending on factors such as radio configu-
ration, transmission power, and site-specific auxiliary loads
(e.g., cooling). Capacity-oriented small-cell deployments
in higher frequency bands (e.g., 1800-2600 MHz) typical-
ly consume up to approximately 1 kW[10] [11], whereas
macro sites operating in sub-GHz bands (e.g., 700/800/900
MHz) and providing wide-area coverage may require 5 kW
or more when cooling and ancillary systems are included
[4][12][13]. Cooling alone often accounts for 25-30% of
total site energy consumption[14][15]. For this reason, the
study incorporates different BS types. The BS-specific pow-
er demands and coverage radii used in the case study are
reported in Table 2.

In this model, the EVs begin supplying power to the BSs
starting from minute 2. By minute 21, all EVs have reached

their assigned BSs and have energized them using their ar-
rival SOE SOE{. At minute 21, the total number of peo-
ple able to maintain communication reaches its maximum
value of 17,597, as demonstrated in Figure 3. This result is
reported in Table 3.

The matching between the EV and the BS is provided in
Table 3. Based on these assignments, the energy consumed
by each EV while traveling to its designated BS is computed,

18000
16000 J | BS9
BS 20
14000 l BS 10
BS 11
= 12000
9 BS 4
S __ 10000 BS 19
g 2 BS1
[e) Q
e § 8000 —BS16
2 = 6000 | BS 13
5] L BS7
>
o
3 4000 —L
©
£ 2000
. i
0 L L
S S & & S S S S S S S
S .S S S PSS S S
S FF S E R PP
Time (hours)

Figure 3. Population covered by bss post-disaster (people).
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Figure 4. EV SOE at the time of post-disaster BS energization.

Table 3. The energization of BSs by EV's as a function of activation
time, and the total number of people able to communicate.

hubwiontme gy, gy, Toleowee
t=2 7 4 1.544
t=3 9 10 3.372
t=4 5 1 4.460
t=5 2 13 6.666
t=7 1 7 10.575
t=7 3 16 10.575
t=9 6 11 14.038
t=9 8 20 14.038
t=12 10 9 15.673
t=21 4 19 17.597

Table 4. EV arrival SOE at BSs and EV-BS distances.

Activation EVs BSs Distance between EVs arrival
Time [Min] EVsand BSs [km] SOE [kWh]
t=2 7 4 1.4 40.78
t=3 9 10 2.4 30.65
t=4 5 1 2.9 50.56
t=5 2 13 34 65.49
t=7 1 7 5.6 70.16
t=7 3 16 5.2 60.22
t=9 6 11 7 44.95
t=9 8 20 7 34.96
t=12 10 9 9.3 24.6
t=21 4 19 17.2 53.42

and the resulting arrival SOE SOE{}" is determined. These
arrival energy values are reported in Table 4. In addition,
the minute-by-minute energy consumption of each BS
starting from the moment the EV reaches and energizes the
site is illustrated in Figure 4.

CONCLUSION

This study develops a MILP framework for dispatching
a fleet of EV's to energize BSs during disaster-induced out-
ages, with the objective of maximizing population-based
temporal connectivity under energy constraints. In the
Antakya case study (20 BS, 10 EV), the optimization yields
an extended early-stage service window, maintaining com-
munication access for 17,597 individuals over a period of
228 minutes. As the EVs gradually deplete their energy
reserves, the total covered population correspondingly de-
clines, and service ceases at 16:34 local time. These find-
ings demonstrate a viable approach to enable post-disaster
communication access without the need for additional
fixed generation resources. Moreover, integrating multi-ob-
jective planning and hybrid power resources (e.g., fuel-cell
EVs, mobile power generators, or battery trucks) could fur-
ther enhance operational effectiveness. Overall, the model
offers a streamlined tool and field-deployable mission plans
for emergency managers.
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INTRODUCTION

One of the most important global decisions to prevent
climate change is the Paris Agreement and the European
Green Deal. These agreements make it necessary to reduce
carbon in the energy sector. Today, energy production caus-
es about 73% of global greenhouse gas emissions [1]. This
makes the energy sector one of the main reasons for the
climate crisis. In this context, hydrogen becomes important
because it is a flexible energy carrier and can be produced
in different ways [2]. Hydrogen is categorized based on the
carbon intensity of its production process. Grey hydrogen
is produced from fossil fuels, primarily natural gas, through
SMR without any carbon mitigation. Blue hydrogen follows
a similar pathway but incorporates CCUS technologies to
significantly reduce associated emissions. In contrast, green
hydrogen is generated via water electrolysis using renew-
able electricity, resulting in minimal environmental im-
pact. These classifications reflect the varying environmental
performance of hydrogen technologies and emphasize the
need for a shift towards low-carbon and renewable options
in line with global decarbonization goals. These types show
that hydrogen can have very different environmental ef-
fects, depending on how it is made. Today, about 95% of
hydrogen is produced as grey hydrogen, which uses natural
gas with SMR [3]. This method produces about 9-12 tons
of CO, for every 1 ton of hydrogen [4]. This makes grey
hydrogen have a large carbon footprint. Therefore, it is not a
clean energy source. To solve this problem, a better method
called blue hydrogen is developed. Blue hydrogen uses the
same SMR method, but it also includes CCUS technologies.
In this way, the CO, created during production is either
stored underground or used in industry [5]. According to
Roy etal. (2025), blue hydrogen can reduce the carbon foot-
print by 56% to 90%. This means blue hydrogen emits about
3.46 to 8.12 kg CO,eq per kg of hydrogen [6].

These differences are shown in Figure 1. The figure
compares the carbon emissions and capture levels of dif-
ferent types of hydrogen. Grey hydrogen shows the highest
emissions, while blue hydrogen shows big improvements
depending on the capture rate. Some systems like pale blue
hydrogen or floating PV-supported hydrogen even have
negative emissions [6].

In another study, Zhang et al.[7] examined the techni-
cal and economic development of large-scale blue hydro-
gen production. They showed that methods like ATR and
SMR can reduce total emissions when combined with car-
bon capture. They also said that efficiency, production scale,
and carbon pricing are important for making blue hydro-
gen more competitive in the market. Today, many large blue
hydrogen projects are being developed. For example, the
Quest Carbon Capture and Storage Project in Canada cap-
tures 1 million tons of CO, every year and stores it under-
ground [8]. Also, a report by Honeywell and Topsoe (2024)

Highlights

o Blue hydrogen, when integrated with CCUS, offers up
to 90% reduction in CO, emissions compared to grey
hydrogen.

«  Post-combustion, pre-combustion, and oxy-fuel com-
bustion are evaluated as core CCUS technologies for
hydrogen production.

o Techno-economic analysis identifies oxy-fuel combus-
tion as the most balanced CCUS method for large-scale
industrial applications.

o SMR and advanced catalysts enhance efficiency and
carbon reduction in blue hydrogen pathways.

«  Tiirkiye’s hydrogen strategy highlights blue hydrogen as a
transitional bridge to green hydrogen by 2035.

» Global investment trends and policy tools like carbon
pricing and CCfDs are accelerating CCUS deployment in
hydrogen sectors.

shows that SynCOR™ ATR technology and cryogenic CO,
separation can produce hydrogen efficiently with low car-
bon [9]. Khan et al. [10] made a review about blue hydrogen
production from natural gas. They said that blue hydrogen
is a low-carbon energy solution. Their study explained that
the efficiency of carbon capture, methane leaks, and infra-
structure planning are all very important. They also showed
how regional differences and government support affect the
success of these projects.

On the other hand, Howarth and Jacobson [11] say that
methane leaks during natural gas production and transport
may reduce the benefits of blue hydrogen. Because of this,
we must carefully manage carbon capture systems, under-
ground storage, and the natural gas supply chain. Also, ac-
cording to the International Energy Agency (IEA-2023),
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the world plans to reach 40 million tons of blue hydrogen
per year by 2030. This can reduce global CO, emissions
by about 400 million tons [1]. Countries like the Europe-
an Union (EU), United States of America (USA), and Ja-
pan see blue hydrogen as a priority for energy security and
low-carbon industry. For example, Germany wants to build
10 Gigawatt (GW) of electrolysis capacity and grow its blue
hydrogen sector by 2030 [3]. In Tiirkiye, the National Hy-
drogen Strategy (2023) says that by 2035, 70% of hydrogen
will be green. But during the transition period, using nat-
ural gas infrastructure and CCUS technologies makes blue
hydrogen very important [12].

This study focuses on blue hydrogen as a key solution to
reduce carbon in energy systems. It will evaluate the technical,
economical and environmental results of CCUS technologies
in blue hydrogen. The study will also examine how Tiirkiye
and the world can use blue hydrogen in their energy transition
policies. Different scenarios will be used to show the emission
reduction potential of blue hydrogen. The goal is to give strate-
gic suggestions for global and local energy change.

CCUS TECHNOLOGIES USED IN HYDROGEN
PRODUCTION

CCUS technologies primarily entail capturing the emis-
sions of carbon dioxide (CO,) from industrial processes
and fuel combustion, utilizing captured CO, for some in-
dustrial purposes and then storing the remainder under-
ground securely. The primary technologies for carbon cap-
ture are post-combustion, pre-combustion, and oxy-fuel
combustion technologies with variations in advantages as
well as limitations [13,14].

Post-Combustion Capture

Post-combustion capture captures CO, from the flue
gases subsequent to the combustion of fossil fuels. It pre-
fers the use of chemical solvents like monoethanolamine
(MEA) for CO; absorption, making it very compatible with
present infrastructure. Some of the advantages are compat-
ibility with present facilities and easy integration with the
existing setup (Fig. 2) [13,15]. It is disadvantageous as it is
energy-intensive because of the need to regenerate solvents,
resulting in high operating costs [15].

Pre-Combustion Capture

Pre-combustion capture converts fossil fuels into syn-
thesis gas (syngas), followed by a reaction that separates
CO, and hydrogen. This technology is efficient for inte-
grated gasification combined cycle (IGCC) plants, enabling
the direct use of hydrogen as a low-carbon fuel [13,16].
Advantages include high efficiency in CO, separation and
suitability for hydrogen production. Disadvantages include
high initial investment and complex infrastructure, limit-
ing its deployment primarily to new plants [16].

Oxy-fuel Combustion

Oxy-fuel combustion involves burning fossil fuels in
pure oxygen instead of air, producing a highly concentrated
stream of CO, after condensing water vapor. Advantages
include simplified CO, capture and high purity of captured
gas [13,17]. However, this method requires energy-inten-
sive oxygen production, usually by cryogenic air separation,
which significantly increases operating costs. Additionally,
the technology poses challenges such as material corrosion
and operational complexity [17].
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Figure 2. Simplified process diagrams of major CO, capture methods: (a) Post-combustion,
(b) Pre-combustion, (c) Oxy-fuel combustion. (Redrawn and adapted by the authors based

on source [63]).
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Alternative Technologies

Emerging CCUS technologies include membrane-based
separation, chemical looping combustion (CLC), cryogenic
separation, ionic liquid absorption, electrochemical capture,
and solid sorbent adsorption (e.g., metal-organic frameworks
(MOFs), zeolites). These methods typically offer lower energy
requirements and smaller environmental footprints compared
to conventional methods, although they often require further
development to become economically feasible at scale [18,19].

CCUS Implementation in Tiirkiye

Tiirkiye has shown increasing interest in CCUS technolo-
gies, particularly after ratifying the Paris Agreement and setting
a net-zero emissions target for 2053 [20]. Although commer-
cial-scale deployment is currently limited, TUBITAK-support-
ed national projects increasingly focus on CO, conversion into
value-added products such as biofuels and minerals [20,21]. The
EU’s Carbon Border Adjustment Mechanism (CBAM) further
encourages Tirkiye to develop CCUS infrastructure in align-
ment with both climate and trade goals [14,21].

However, the discussion on Tiirkiye's CCUS potential has
so far remained superficial. Specific data regarding regional
CO, storage capacities, techno-economic feasibility studies,
and measurable outputs from TUBITAK-funded or other
national pilot projects are currently underrepresented in the
literature. For instance, regional geological surveys conduct-
ed by MTA and TUBITAK suggest that formations such as
the Tuz Goli basin and Diyarbakir-Batman region may offer
cumulative CO, storage potentials exceeding 1.5 Gt [22,23].
Additionally, the TUBITAK 1001 Project titled “Integrated
Carbon Capture and Bio-methanation in Anaerobic Sys-
tems” (Project Code: 120Y156), as well as Borusan’s pilot
CO, mineralization facility in Gemlik, have reported early
techno-economic data including capture costs below $60/ton
CO, and energy penalties under 15% [24,25]. Including such
information provides a more comprehensive perspective on
Tiirkiyes readiness and potential for CCUS deployment and
integration into national decarbonization strategies.

Global Implementation of CCUS

Several countries have advanced CCUS deployment. No-
table examples include the Boundary Dam project in Canada,
Petra Nova in the USA, and Sleipner in Norway—demonstrat-
ing real-world feasibility and climate benefits [26,13]. Howev-
er, challenges persist regarding cost, infrastructure, and verifi-
cation of long-term storage. For Tiirkiye, proactive industrial
collaboration and supportive policy frameworks will be key to
aligning with international climate and economic targets.

FUTURE PLANS IN THE HYDROGEN
PRODUCTION SECTOR

Hydrogen production is rapidly evolving as countries
pursue low carbon pathways to meet climate goals. Green

and blue hydrogen, in particular, are emerging as key tools
in global decarbonization efforts. The sector’s long term vi-
ability depends not only on innovation but also on strong
policy support, infrastructure investment, and financial
incentives. This section outlines the future direction of hy-
drogen production, emphasizing global targets, strategic
frameworks, and links to carbon reduction technologies
like CCUS.

Strategic Roadmaps and Global Alignment

In line with the Paris Agreement and COP commit-
ments, many nations have introduced national hydrogen
plans with clear emission reduction goals and production
targets. These roadmaps increasingly integrate hydrogen
across sectors such as energy, transport, and industry, re-
flecting a shared vision of its role in a sustainable energy
future. The International Energy Agency (IEA) projects that
global hydrogen demand could reach 530 million tonnes
by 2050 under its Net Zero Emissions (NZE) scenario, with
more than 60% produced from renewable sources [27] as
illustrated in Figure 3. The European Union (EU), through
its Hydrogen Strategy and REPowerEU plan, aims to in-
stall 40 GW of electrolyzer capacity within its borders by
2030 and produce 10 million tonnes of renewable hydrogen
annually. This will be complemented by an equivalent vol-
ume of hydrogen imports from partner countries. Nation-
al strategies mirror this ambition. Germany plans to reach
10 GW of electrolyzer capacity by 2030, while France and
Spain are targeting 6.5 GW and 4 GW, respectively [28].
In Asia, Japan's Green Growth Strategy sets the goal of es-
tablishing a full hydrogen supply chain by 2030, supported
by substantial public investment. China, the world’s largest
hydrogen producer, is actively investing in blue and green
hydrogen projects, particularly in industrial hubs. Australia
and the United States are also leading the transition. Aus-
tralia aims to develop up to 50 GW of electrolyzer capacity,
positioning itself as a global hydrogen exporter [29], while
the U.S. government has initiated the Regional Clean Hy-
drogen Hubs (H,Hubs) program with an $8 billion budget
under the Bipartisan Infrastructure Law [30].

Capacity Targets and Infrastructure Development

The scalability of hydrogen production relies on a dra-
matic expansion of electrolyzer manufacturing, renewable
electricity generation, water supply, and transport logistics.
For instance, the IEA estimates that reaching global decar-
bonization targets will require the deployment of over 850
GW of electrolyzers by 2050, a more than 100-fold increase
from current levels [30]. Countries are accordingly invest-
ing in grid upgrades, port facilities, hydrogen pipelines, and
hydrogen-ready industrial zones [31].

In the EU, initiatives such as the European Hydrogen

Backbone (EHB) project propose the development of over
40,000 kilometers of dedicated hydrogen transport pipe-
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lines across 28 countries by 2040 [32]. Similarly, Germany
is advancing a Hydrogen Core Network that will connect
production sites to industrial demand centers. In theUSA,
the H,Hubs are designed not only to establish regional hy-
drogen markets but also to enable cross-sector integration
between industry, mobility, and power generation [30].

Policy and Financial Mechanisms

The realization of hydrogen’s potential depends heavi-
ly on economic viability and policy support. A variety of
mechanisms have been introduced to stimulate investment
and de-risk early-stage projects. In the EU, the Emissions
Trading System (EU ETYS), launched in 2005 and revised in
2023, has raised the cost of carbon to over €85 per tonne,
improving the competitiveness of low-carbon hydrogen
[33]. Innovation Funds, State Aid Guidelines, and Carbon
Contracts for Difference (CCfDs), introduced gradually
since 2020, further incentivize green and blue hydrogen
production by guaranteeing revenue streams or offsetting
operational costs. In the U.S., the 45V production tax cred-
it, introduced under the Inflation Reduction Act (IRA) in
2022, provides up to $3/kg of clean hydrogen produced de-
pending on life-cycle emissions, effectively making green
hydrogen cost-competitive with fossil-derived hydrogen
[30]. In addition, the 45Q tax credit, first enacted in 2008
and expanded in 2022, provides $85 per tonne of CO, cap-
tured and stored, directly supporting blue hydrogen proj-
ects integrated with CCUS [32].

Asia is also rapidly mobilizing capital. Japan has
pledged $13.5 billion in subsidies for hydrogen infrastruc-
ture since 2021, while South Korea and China are com-
bining industrial policy with public-private partnerships
to scale hydrogen supply chains. Financial institutions are
also stepping in; multilateral banks and green investment
funds are increasingly supporting hydrogen projects in
emerging economies.

Integration with CCUS and Transition Pathways
Although green hydrogen remains the ultimate objective,
blue hydrogen produced through SMR combined with CCUS
is widely viewed as a practical transition solution. As noted
by the Hydrogen Council (2023), blue hydrogen can cut CO,
emissions by up to 90% compared to conventional grey hydro-
gen, making it particularly relevant for gas-rich regions [34].

Countries such as Canada, Norway, and the UK have
incorporated blue hydrogen into their national strategies,
taking advantage of existing gas networks and geological
CO; storage options. Flagship CCUS projects like Nor-
way’s Northern Lights and the UK’s Net Zero Teesside are
setting examples by integrating hydrogen production with
advanced carbon capture systems. Additionally, alternatives
like turquoise hydrogen from methane pyrolysis and hydro-
gen from nuclear-powered electrolysis are gaining attention
as region-specific, low-carbon solutions that may bridge the
gap toward full decarbonization.



Clean Energy Technol J, Vol. 3, No. 2, pp. 50-61, December, 2025

55

POTENTIAL OF CCUS TECHNOLOGIES IN THE
HYDROGEN PRODUCTION SECTOR

Technological and Operational Improvements

Currently, hydrogen is predominantly produced from
fossil fuels, namely brown and grey hydrogen. Accord-
ing to the International Renewable Energy Agency (IRE-
NA-2018), approximately 48% of global hydrogen produc-
tion is derived from natural gas, 30% from oil, and 18%
from coal. Only about 4% is generated through electrolysis
using electricity from the grid or renewable energy sources,
which is referred to as green hydrogen. Hydrogen is cur-
rently utilized across various industrial sectors, including
chemical production (e.g., methanol, ammonia), refining
processes (such as hydrogenation and hydrocracking), met-
al processing, aerospace, food, and glass industries [35]. In
addition to methanol synthesis, hydrogen plays a pivotal
role across a range of industrial processes where its high
reactivity and energy density are leveraged. Ammonia pro-
duction, primarily via the Haber-Bosch process, remains
one of the most hydrogen-intensive applications globally.
This process involves the reaction of nitrogen, extracted
from ambient air, with hydrogen under elevated pressures
and temperatures in the presence of an iron-based cat-
alyst, and it is fundamental to global fertilizer manufac-
turing [36]. In the petroleum refining sector, hydrogen is
extensively employed in hydrocracking and hydrotreating
units to upgrade heavy hydrocarbon fractions, eliminate
impurities such as sulfur, nitrogen, and metals, and gener-
ate cleaner transportation fuels. Moreover, hydrogenation
reactions are widely utilized in the chemical industry to
saturate unsaturated organic compounds, thereby enhanc-
ing the chemical stability, performance, and shelf life of
end products [37]. These hydrogen-driven applications are
underpinned by mature and well-established technologies
characterized by high Technology Readiness Levels (TRLs).
As the global energy system transitions toward low-carbon
solutions, these conventional hydrogen-based processes are
increasingly being re-evaluated for integration with carbon
capture technologies and green hydrogen alternatives to
mitigate their environmental impact and contribute to in-
dustrial decarbonization [38,39].

Among its various uses, methanol is a “bridge” molecule
that enables both the chemical fixation of CO,and the prac-
tical transportation and storage of H,. This dual function
makes it a strategic intermediate for both carbon manage-
ment and renewable energy storage/distribution. Methanol
(MeOH) is recognized as a key feedstock in the petroleum,
chemical, and energy industries. It serves as a fuel in fuel
cells, gasoline blending, combustion engines, and marine
applications, while also acting as a precursor in the pro-
duction of acetic acid, formaldehyde, olefins, and synthetic
fibers. Owing to its versatile applications, global demand
for methanol increased by approximately 4% between

2018 and 2023 [40]. Additionally, due to growing concerns
about climate change and increasing interest in hydrogen
as a clean energy carrier, methanol has emerged as a viable
medium for hydrogen storage and transport. It can be syn-
thesized via a single-step catalytic reaction using CO, and
H, as reactants, allowing for the chemical fixation of CO,.
When derived from captured CO, emissions, the resulting
product is referred to as blue methanol. Global methanol
demand is projected to grow from 100 million tonnes in
2020 to 500 million tonnes by 2050 [35, 40]. Methanol can
be classified as either high or low carbon intensity, depend-
ing on the feedstock and associated emissions. Methanol
produced from fossil fuels such as coal and natural gas,
without carbon capture or renewable inputs (i.e., brown
and grey methanol), is typically categorized as high-carbon.
In contrast, methanol derived from renewable energy, fos-
sil sources with carbon capture, or a combination of both
(green and blue methanol), is regarded as a low-carbon al-
ternative.

Conventional methanol production is primarily based
on SMR, where synthesis gas (H,, CO, and CO,) is generat-
ed from natural gas. SMR is the most common and cost-ef-
fective method for hydrogen production, used by approx-
imately 50% of global hydrogen production facilities. The
resulting synthesis gas can be directly utilized in methanol
synthesis, potentially meeting up to 90% of global methanol
demand. The technology has reached a high maturity level,
reflected in its Technology Readiness Level (TRL) of 9 [41].
In the SMR process, methane (CH,) reacts with steam at
high temperatures to produce H, and CO. This is followed
by the Water-Gas Shift (WGS) reaction, where part of the
CO is converted into CO, while additional hydrogen is pro-
duced (Figure 4). The resulting gas mixture, rich in H, and
CO,, is purified using physical or chemical separation tech-
niques and then used for methanol synthesis in appropri-
ate ratios. The proposed process enables the simultaneous
production of both H, and CO; from natural gas, which are
directly utilized for methanol synthesis. This way, carbon
from fossil sources is chemically bound in the product rath-
er than being released into the atmosphere, exemplifying an
effective application of CCUS technology.

Conventional SMR operates at 800-900 °C and 3-25 bar,
requiring partial combustion of natural gas to provide the
heat. This reduces energy efficiency and generates addition-
al CO; emissions. Electrically heated SMR (e-SMR), on the
other hand, reforms hydrocarbons directly with electrical
energy by heating the catalytic surfaces by resistance or in-
duction. Using electrical heat instead of combustion elim-
inates CO, emissions from combustion and significantly
reduces the carbon intensity of the system [42]. The syngas
from the SMR unit is typically directed to gas separation
units such as membrane systems, Pressure Swing Adsorp-
tion (PSA) or amine absorption, where H, and CO, are sep-
arated into separate phases.
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Figure 4. SMR based blue hydrogen and CO, production [64].

The new generation of zeolite-based membrane tech-
nologies in particular offer high H, purity and enable the
installation of compact integrated systems, significantly
improving operational efficiency. Obtaining the separated
CO, in a separate phase makes it possible to use this gas
directly in chemical bonding or capture processes [43, 44].
The CO, + H, route for methanol synthesis is both kinet-
ically and thermodynamically more challenging compared
to the conventional method involving CO; therefore, special
catalysts are required. Since the classical Cu/ZnO/ALO;
system can show instability at high pressure and tempera-
ture, ZnZrOy, In,03-ZrO, or Ga-doped alternatives have
been developed. For example, In,O;-based catalysts exhibit
up to 80% CO, conversion and over 90% methanol selectiv-
ity at 240-270 °C and 30-50 bar conditions. Catalyst choice
plays a key role in operational improvements as it directly
affects the energy requirements of the process [45]. Since
methanol synthesis is exothermic, it is critical to control the
heat generated; otherwise catalyst sintering, loss of selec-
tivity or carbon deposition can occur. Micro-channel reac-
tors offer both safe and low energy consumption methanol
production using blue hydrogen, with compact designs that
provide fast and homogeneous heat transfer [46]. Heat and
energy integration is critical in integrated SMR-methanol
plants; up to 800 °C synthesis gas heat from the SMR is
reused in stages such as the reboiler of the methanol syn-
thesis unit and preheating of feed steam, increasing energy
efficiency. In addition, the energy requirements of auxil-
iary systems such as CO, compressors, H, transport lines
and product condensation units are minimized thanks to
the integrated design. Process simulations in the literature
show that total process efficiency can be increased to over
70% with such heat recovery strategies [47].

Feasibility and Scalability

The success of proposed technologies to achieve carbon
emission reduction targets should not only be limited to their
technical feasibility, but should also meet the conditions of

economic sustainability and compliance with market con-
ditions. Although CO,-methanol synthesis integrated with
SMR-based hydrogen production seems technically feasible
in the short term, its economic feasibility varies significant-
ly depending on project parameters, regional energy costs
and carbon regulations. In this context, the investment costs,
operating costs, production efficiency and economic return
models of the system should be examined in detail.

As presented in Table 1., SMR plants at TRL 9 can pro-
duce hydrogen at capacities ranging from 200-500 tons per
day, while ATR and Partial Oxidation (POx) plants can
produce hydrogen at capacities ranging from 500-1000 tons
per day, providing flexible solutions for both medium and
large industrial needs.

SMR processes can be scaled up above a base efficiency
of 83% with existing waste heat recovery strategies, while
costs ranging from USD 0.9-1.8 per kilogram are supported
by the widespread availability and low price of natural gas.
Moreover, the availability of global natural gas pipeline and
storage infrastructure reduces the need for large-scale infra-
structure investment in the commissioning of new plants,
lowering capital expenditures (CAPEX) and shortening the
payback period. With these characteristics, natural gas re-
forming technologies stand out as the “what works” option
that offers the highest maturity, efficiency, and cost-effec-
tiveness. In the coming period, blue hydrogen production
with waste heat integration and carbon capture applications
will also become significantly widespread.

RESULTS AND DISCUSSION

Technical Performance Comparison

The technical evaluation of the three selected CCUS
technologies—Post-combustion MEA absorption, polymer
membrane separation, and oxy-fuel combustion—is summa-
rized in Table 2. MEA absorption achieved the highest cap-
ture rate (85-95%) [49] but at a high energy penalty (3.6-3.8
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Table 1. Comparison of hydrogen production technologies [41,48].

: . - Levelized Cost of

Technology Raw material TRL Efficiency (%) Scalability Hydrogen (LCOH)
SMR Natural gas 9 ~83 200-500 ton/day 0.9-1.8 $/kg
ATR Natural gas 9 ~90 500-1000 ton/day Not determined
POx Natural gas and 9 70-80 500-1000 ton/day Not determined

waste oil

Gasification Coal 9 Not determined 500-800 ton/day 1.6-2.2 $/kg

Pyrolysis Oil and coal Not determined Not determined 50 ton/day 2.2-3.4 $/kg

Alkali electrolysis (AE) Water + Electricity 9 63-71 (cell) <70 ton/day 2.6-6.9 $/kg
51-60 (system)

Proton conducting Water + Electricity 9 60-68 (cell) <300 ton/day 3.5-7.5 $/kg

membrane electrolysis 46-60 (system)

(PEM)

Solid oxide electrolysis ~ Water + Electricity 6-7 100 (cell) Not determined 5.0-8.5 $/kg

cell (SOEC) 76-81 (system)

Table 2. CAPEX and O&M cost comparisons.

Process CAPEX (€/tCO,) O&M (€/tCO,) Usage Period (Year) References
MEA absorption 90-156 41-44 20-30 [49,56]
Polymer membrane 18-44 Not determined 5 [54,56]
Oxy-fuel combustion 30 - 50 15.47 30 [54,55]

GJ/t CO,) [43] and is fully commercial (TRL 9) [50]. Poly-
mer membranes offered moderate to high capture efficiency
(60-95 %) [49] with a lower energy demand (0.7-1.5 GJ/t
CO,) [49] but remain at TRL 7-8 [51], indicating ongoing
scale-up challenges. Oxy-fuel combustion provided ~90%
capture with an energy load of 200-300 kWh/t O, (=0.72-
1.08 GJ/t CO, equivalent) [49] at TRL 7 [52]. Although MEA
delivers the best capture efficacy, its high energy consump-
tion may limit deployment in energy-intensive sectors. Con-
versely, polymer membranes and oxy-fuel offer lower energy
footprints but require further development or integration to
reach full commercialization [53-55].

Economic Assessment

Table 2 presents CAPEX and Operation and Mainte-
nance (O&M) cost comparisons. MEA absorption incurs
the highest total cost (90-156 €/t CO, CAPEX; 41-44 €/t
CO, O&M) [49] but benefits from long operational life-
times (20-30 years) [49]. Polymer membranes exhibit the
lowest CAPEX (18-44 €/t CO,) [56] and minimal O&M—
but suffer from short design lives (=5 years), potentially
increasing replacement frequency and total lifecycle costs
[54]. Oxy-fuel combustion sits between the two (30-50 €/t
CO, CAPEX; 15.5 €/t CO, O&M,; 30 years lifetime) [54,55].
When normalized over a 20-year period, oxy-fuel demon-
strates the most balanced cost

Most Feasible Technology and Sectoral Priorities
Considering both technical and economic metrics,
oxy-fuel combustion emerges as the most balanced CCUS
option for large-scale industrial emitters. Its moderate cap-
ture efficiency (=90%) [49] and mid-range energy and cost
figures make it suitable for cement, steel, and power sectors
where high-purity O, streams are already used. In contrast,
polymer membranes are promising for modular, distributed
applications (e.g., small NG-fired turbines) where low ener-
gy consumption and compact footprint are critical—even if
frequent replacements are required [49]. MEA absorption,
while technically proven, is best reserved for schemes with
access to low-cost steam or waste heat to offset its high re-
generation energy [49]. Among carbon capture technolo-
gies, MEA (monoethanolamine) absorption stands out as
a mature and well-established method, offering very high
CO, capture rates and a long operational lifetime. Howev-
er, its main drawback lies in its high energy consumption
and elevated operation and maintenance (O&M) costs
[49,50]. Another promising approach is the use of poly-
mer membrane systems, which offer advantages such as
low energy demand, low capital expenditure (CAPEX), and
compact design. Nevertheless, their short membrane lifes-
pan, scalability challenges, and the fact that they are still at
a pre-commercial stage (Technology Readiness Level 7-8)
limit their widespread application [49,51-53]. Oxy-fuel
combustion technology presents a balanced trade-off be-
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tween cost and performance. It can be integrated with ex-
isting Air Separation Units (ASU) and provides long-term
operational stability. On the downside, it requires large
volumes of pure oxygen and considerable energy input for
ASU operation, which pose significant challenges for prac-
tical deployment [54,52,55].

Discussion and Future Perspective

The choice of CCUS technology must align with sec-
toral priorities. Energy-intensive industries (cement, steel)
favor oxy-fuel for its compatibility with high-purity O,
combustion and stable operation over decades [49,51].
Conversely, distributed power generation and smaller emit-
ters can leverage polymer membranes’ low energy footprint
and modularity, accepting shorter equipment life [50,51].
MEA absorption remains a benchmark for large post-com-
bustion flue-gas streams where waste heat integration can
mitigate its energy costs [49]. Ultimately, a hybrid deploy-
ment—combining MEA for base-load capture, membranes
for peaking units, and oxy-fuel for new builds—may op-
timize overall system performance and economic return
across diverse industrial applications.

Integrated CCUS technologies are emerging as a key
component of the low-carbon energy transition, playing
a critical role particularly in the decarbonization of ener-
gy-intensive hydrogen-consuming industries. This is mainly
because approximately 95% of today’s hydrogen is still pro-
duced through fossil fuel-based processes [57]. This situation
highlights the increasing importance of CCUS technologies
in the pursuit of emission reduction targets. In this context,
the Shell Quest project in Alberta, Canada demonstrates the
technical and economic feasibility of CCUS integration by
capturing and injecting underground approximately 1 mil-
lion tonnes of CO, annually through pre-combustion cap-
ture in hydrogen production via SMR [58]. Similarly, at the
Port Arthur facility in Texas, operated by Air Products, CO,
released during hydrogen production in refineries is cap-
tured and used in Enhanced Oil Recovery (EOR) processes,
delivering both climate and economic benefits. The facility
has an annual capture capacity of over 1 million tonnes [59].

One of the pioneering initiatives in Europe, the HyNet
project in the United Kingdom, aims to capture up to 95%
of the CO, from blue hydrogen production using natural
gas and transport it to offshore storage sites in Liverpool
Bay. The project plans to reach an annual capture capacity
of 10 million tonnes of CO, by 2030 [60]. These examples
demonstrate that CCUS technologies can be successfully
integrated into hydrogen production processes, enabling
the widespread adoption of blue hydrogen. However, high
capital costs, infrastructure requirements, and regulatory
uncertainties remain significant barriers at this develop-
ment stage. Despite these challenges, government support,
carbon pricing mechanisms, and net-zero commitments
are fostering the spread of such investments.

Although there are some barriers at present, the fu-
ture outlook for CCUS integration technologies holds sig-
nificant value when considering global energy transition
goals. CCUS plays a vital role in reducing CO, emissions,
especially in grey and blue hydrogen production processes,
positioning itself as a bridging technology in the decarbon-
ization of the hydrogen economy [61]. According to the
IEA, around 60% of hydrogen must come from low-carbon
sources (blue or green) by 2050 to achieve a carbon-neu-
tral energy system, a goal that will largely depend on the
widespread deployment of CCUS technologies [27]. Ad-
ditionally, according to the IEAs 2024 Global Hydrogen
Review, approximately 20% of the $3.5 billion USD invest-
ment in hydrogen supply projects in 2023 was allocated to
CCUS-integrated projects, most of which are concentrated
in North America. With increasing CCUS investments, it
is projected that up to 60 million tonnes of CO, could be
captured annually from hydrogen production by 2030 [27].
Nevertheless, cost, infrastructure limitations, and regulato-
ry uncertainties still pose significant obstacles to the wide-
spread adoption of these technologies [62]. On the other
hand, the inclusion of CCUS as a core element in strate-
gic hydrogen policies by countries such as China, as well
as incentivizing policy instruments like carbon border ad-
justments, are supporting the future development of these
technologies.

CONCLUSION

This study highlights that integrating CCUS technolo-
gies into hydrogen production processes can serve as a cru-
cial step in the broader transformation of energy systems.
Particularly, the deployment of CCUS within SMR and
ATR-based hydrogen production pathways significantly
lowers the carbon intensity of hydrogen, providing a real-
istic and scalable option during the energy transition peri-
od. Blue hydrogen, as a result of this integration, presents
emission reductions that in some cases reach close to 90%
compared to traditional grey hydrogen production.

Different capture methods yield varied technical out-
comes. While solvent-based systems like MEA absorption
deliver high capture rates, they also introduce notable en-
ergy costs. On the other hand, membrane-based systems
and oxy-fuel combustion offer operational advantages with
lower energy demand, making them suitable for targeted
industrial use where energy efficiency is a priority. These
technological differences suggest that a mix of capture
approaches, tailored to specific sectors, could maximize
effectiveness. Another key finding is that using captured
CO; for methanol synthesis creates additional value, both
environmentally and economically. This circular approach
supports the green transition by converting emissions into
useful chemicals and fuels, reducing reliance on fossil-de-
rived inputs. Countries like Tiirkiye, which already have es-
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tablished natural gas infrastructure, stand to benefit from
this interim strategy. It enables immediate emission cuts
while building the technical and institutional foundation
for a broader shift to green hydrogen in the long term.

Taken together, the results underscore that CCUS-en-
abled hydrogen systems can act as a bridge—both tech-
nologically and strategically—between today’s carbon-in-
tensive landscape and tomorrow’s net-zero ambitions. The
dual alignment with energy transition pathways and green
transition goals positions blue hydrogen as a critical piece
of the decarbonization puzzle.
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